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Introduction



Introduction to Today’s Lecture

Today, we address a crucial and sensitive aspect of NLP: Injustice and
Biases. Our focus will be on understanding the biases in NLP, their
origins, and methods to mitigate them, especially with BERT/LLMs.

Session Overview:

• Understanding the Landscape: Exploring the origins and
implications of biases in NLP and their historical context.

• Key Concepts and Definitions: Defining what constitutes bias in
NLP and examining its various types.

• LLMs as Stochastic Parrots: Discussing whether LLMs
perpetuate biases and how.

• Bias Detection and Mitigation: Strategies to identify and reduce
bias in language models.

• Environmental Considerations: Addressing the carbon footprint
and ecological impact of developing LLMs. 2



Landscape of Biases in NLP



Real Examples of Biases in AI

• Gender Bias: Translating from English to Hungarian

• Input: ”The doctor will see you now”.
• Output: The translation defaults to a male pronoun despite

Hungarian having gender-neutral pronouns.
• Impact: Reinforces stereotypes associating professions and gender.

• Racial Bias: Sentiment Analysis on social media posts

• Input: Analyzing posts with African American Vernacular English.
• Output: Higher rates of misclassifying neutral or positive as negative.
• Impact: Misrepresentation and potential discrimination against

certain ethnic groups in content moderation.

• Cultural Bias: Voice Recognition

• Input: Non-native English speakers with various accents.
• Output: Lower accuracy for accents not commonly represented in

training data.
• Impact: Exclusion and reduced accessibility for users from diverse

linguistic backgrounds.
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Understanding the Landscape of Biases in NLP

• Roots of Biases in AI and NLP:

• Historical data and societal norms: AI systems often trained on
historical data, which may reflect biased societal norms.

• Developer demographics: Lack of diversity in AI development teams
leading to unconscious biases in AI models.

• Language and cultural nuances: Biases arising from language models
trained predominantly on data from specific regions or cultures.

• Societal Contexts Shaping AI Biases:

• Societal inequalities and stereotypes are often inadvertently encoded
into AI systems.

• Historical context: For example, AI trained on literature from a
certain era may perpetuate gender roles or racial stereotypes from
that time.

• The global digital divide: Disproportionate representation of certain
languages and cultures in online data leading to biases in AI.
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Definition and key concepts



Bias in NLP - One Approach

Blodgett et al., (2020): ”Language (Technology) is Power: A Critical
Survey of ”Bias” in NLP”: Survey Findings:

• Analysis of 146 papers reveals vague and inconsistent motivations
behind studies of “bias” in NLP, lacking in clear normative
reasoning.

• Quantitative methods for measuring or mitigating “bias” in these
studies often mismatch their goals and overlook interdisciplinary
insights.
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Strategies for Mitigating Bias in NLP

• Recommendation 1: Interdisciplinary Grounding
• Integrate social science insights to understand language’s role in

societal structures.
• Goal: Recognize representational harms as inherently damaging.
• Reference: Eubanks, V. (2018). ”Automating Inequality.”

• Recommendation 2: Clarify Harmful Impacts
• Specify the harmful effects of biased NLP, identifying affected groups

and ethical implications.
• Goal: Promote transparency and responsibility in NLP applications.
• Reference: Green, B. (2019). ”“Good” isn’t good enough”

• Recommendation 3: Engaging with Affected Communities
• Directly involve communities impacted by NLP systems in the design

and evaluation process.
• Goal: Foster equitable and inclusive technology development.
• Reference: Benjamin, R. (2019). ”Race After Technology.”

6



Stochastic Parrots



On the Dangers of Stochastic Parrots in LLMs

Overview of ”Stochastic Parrots” by Bender et al. (2021):
• Critical Questions:

• Are increasingly larger LMs inevitable or necessary?
• What are the ethical, environmental, and societal costs?
• Should we continue this trend, and if so, how can we mitigate risks?

• Identified Risks:
• Environmental impact, financial exclusivity, and resource-intensive

research.
• Potential harms: Stereotyping, misinformation, extremist ideology,

wrongful implications.
• Call to Action:

• NLP community to balance benefits and risks in pursuing large LMs.
• Explore alternative, less resource-intensive methods.
• Recognize risks in applications that mimic human behavior.
• Engage with affected communities for ethical and collaborative

development. 7



Coherence: Human Perception vs. Language Model Output

Perceived Coherence vs. Actual Understanding:

• LLMs like GPT-3 produce text that seems fluent and coherent.
• This coherence is an illusion shaped by human predispositions to

find meaningful communication.

Language Models’ Limitations:

• Unlike human communication, LLM-generated text lacks real
communicative intent, world understanding, or audience awareness.

• LLMs are ”stochastic parrots” - stitching together linguistic forms
probabilistically without reference to meaning.

Implications:

• Ethical deployment requires careful consideration.
• Disparity between fluent output and lack of understanding poses

risks of misinformation. 8



LLMs’ Utility Across Diverse Groups



Language Models: Performance Across Languages

Performance Disparity in NLP Models:
• English Centricity: Most NLP models,

show optimal performance primarily in
English.

• Global Language Representation:

• Over 1,200 languages have 100k+
speakers, van Esch et al. (2022).

• 70% of ACL 2021 papers only evaluated
on English, Ruder et al., (2022).

• Performance Gap:

• In XLM, F1 scores vary significantly:

• English: 71%
• Arabic: 66%
• Hindi: 56%

Credit: Ruder (2022)
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Language Models: Equity and Inclusion

• Inclusive Research Needs:
• Linguistic Diversity: Studies highlight a deficit in linguistic diversity,

with a focus on dominant languages. (Bender, 2011; Jurgens et al.,
2018)

• Cultural Biases: NLP systems often embed biases, disadvantaging
minority languages and dialects. (Blodgett et al., 2016)

• Universal Accessibility:
• Equitable Service: Emphasis on developing LLMs that cater to a

broad spectrum of languages. (Anastasopoulos et al., 2020)
• Local Context: Importance of including local linguistic nuances in

NLP models. (Aken et al., 2019)

10



Enhancing Linguistic Inclusion in AI

Strategies for broader representation:
• Diverse Benchmarks: Develop inclusive

benchmarks, like XTREME by Hu et al.
(2021), to promote research across
languages.

• Adaptation Techniques: Focus on
domain/language adaptation (Chen et al.,
2021; Liscio et al., 2022) to tailor models
to specific linguistic needs.

• Curated Datasets and Moving Beyons
English: Invest in creating rich, diverse
datasets representing a wide spectrum of
languages and dialects (cf. AYA project
from Cohere).

Diverse Language Representation

Credit: Clara Rivera (2020)
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Detecting and Mitigating Biases



Detecting Biases in Machine Learning

Key Methods to Identify Biases:
• Statistical Non-Discrimination Criteria

(Barocas et al., 2019):

• Independence: Analyzing metric results
across demographic groups.

• Separation: Assessing Positive and
Negative rates differentials.

• Content Analysis: Identifying sexist/racist
prompts output, Sheng et al., (2019).

• Distributional Analysis: Comparing LLM
learning patterns with statistical
distributions, Kirk et al. (2021).

• Adversarial Testing : Challenging the
model with diverse inputs to reveal hidden
biases, Goodfellow et al. (2014).

Bias Detection Techniques

Credit: Sheng et al. (2019)
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Statistical Non-Discrimination Criteria in NLP

Context: Applying fairness criteria in NLP, especially in systems like
automated resume screening or sentiment analysis.

• Independence Impact: If the tool’s accuracy is significantly lower
for female applicants, it indicates a gender bias, potentially leading
to unfair job opportunities.

• Separation Impact: Disparate false negative rates might result in
unfairly rejecting qualified candidates from certain demographic
groups.

Challenges:

• Achieving strict independence/separation is challenging; the goal is
to minimize disparities.

• Balancing these criteria with model performance and other business
or ethical considerations.
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Biases in LLMs: Sentiment Analysis

Study by Sheng et al. (2019):
• Objective: Identify biases in text

generation regarding gender, race, and
sexual orientation.

• Method: Generate sentences using LLMs,
each targeting a specific demographic
(e.g., ”black man,” ”gay”).

• Analysis: Apply sentiment analysis to
gauge language tone and social biases.

• Findings: The study revealed more
negative associations with the
demographics ”black,” ”man,” and ”gay”
compared to others, indicating a bias in
the language models.

Sentiment Analysis

on LLM Generated Text

Credit: Sheng et al. (2019)
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Python Implementation of Sheng et al. (2019)

Python Code: Bias Detection

from transformers import AutoTokenizer, AutoModelForCausalLM
from vaderSentiment.vaderSentiment import SentimentIntensityAnalyzer

# Initialize the model and tokenizer
tokenizer = AutoTokenizer.from_pretrained(’bert-base-uncased’)
model = AutoModelForCausalLM.from_pretrained(’bert-base-uncased’)

# Function to generate text based on a prompt
def generate_text(prompt):

inputs = tokenizer.encode(prompt, return_tensors=’pt’)
outputs = model.generate(inputs, max_length=50)
return tokenizer.decode(outputs[0])

# Sentiment analysis
analyzer = SentimentIntensityAnalyzer()
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Python Implementation of Sheng et al. (2019)

Python Code: Bias Detection

# Example prompts
prompts = ["The woman worked as ", "The man worked as "]

# Generating and analyzing text
for prompt in prompts:

generated_text = generate_text(prompt)
sentiment = analyzer.polarity_scores(generated_text)
print(f"Prompt: {prompt}")
print(f"Generated: {generated_text}")
print(f"Sentiment: {sentiment}\n")
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Biases in LLMs: Occupational Representation

Study by Kirk et al. (2021):
• Objective: Examine occupational biases

in GPT-2 related to gender and ethnicity.

• Method: Use prompt “The [X][Y] works
as a [job]” with [X] and [Y] as gender and
ethnic identifiers.

• Analysis: Compare LLM’s job predictions
with actual US occupational distributions.

• Findings: Demonstrated a skew towards
gender parity, differing from real US job
distributions.

• Implication: Raises questions about
normative expectations from language
models.

Analyzing GPT-2’s

Occupational Biases

Credit: Kirk et al. (2021)
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Python Implementation of Adversarial Attack

Python Code: Bias Detection

from transformers import pipeline, GPT2LMHeadModel, GPT2Tokenizer

# Load pre-trained model and tokenizer
model = GPT2LMHeadModel.from_pretrained("gpt2")
tokenizer = GPT2Tokenizer.from_pretrained("gpt2")
text_generator = pipeline("text-generation", model=model, tokenizer=tokenizer)

# Define prompts with gender and ethnicity identifiers
prompts = [ "The Asian woman enjoys ", "The black man is interested in ",

"The white woman likes to ", "The Hispanic man often "]

# Generate text and analyze
for prompt in prompts:

generated = text_generator(prompt, max_length=50, num_return_sequences=1)
print(f"Prompt: {prompt}")
print(f"Generated: {generated[0][’generated_text’]}")
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Inclusion Challenges in LLMs: HONEST Score Study

Study by Nozza et al. (2021):
• Objective: Analyze hurtful language

generation across 6 languages and various
demographics.

• Method: Assessing sentence completions
for potential harmful stereotypes.

• Findings:
• Gender Bias: 9% of sentences targeting

females imply sexual promiscuity 9%.
• Sexual Orientation Bias: Sentences

about males imply homosexuality 4% of
the time.

• Language Inclusivity: Disparities in the
representation and treatment of different
languages and demographics.

Biases Across Languages

Credit: Nozza et al. (2021)
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Strategies for Mitigating Biases in NLP Models

Several approaches to mitigate biases in NLP:
• Pre-Training (A Priori) - BLOOM:

• Balanced Data Representation: Equal
representation of demographic groups:
quite challenging.

• Data Augmentation: Curating datasets
to cover broader contexts/demographics.

• During Training:

• Fairness Constraints: Adding criteria
during training (Chuang et al., 2021).

• Post-Training (A Posteriori):

• Self-Debiasing: Adjusting output
distributions to reduce bias (Schick et al.,
2021).

• Neural Tweak: Modifying specific
neurons in LLM (Suau et al., 2022).

Illustrating Bias Mitigation

Credit: Schick et al. (2021)
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Incorporating Fairness in Loss Function

Study by Chuang et al. (2021):
• Objective: Develop a fair model across

different demographic groups in identifying
toxic language.

• Approach: Introduce a fairness criterion
directly into the loss function.

• Implementation:

• Include terms that penalize demographic
disparities in loss.

• Employ an ’invariant rationalization’
method to ensure fairness across various
groups.

• Results: Demonstrated reduced bias in
toxicity detection without significant loss
in overall performance.

Fairness in Loss Function

Credit: Chuang et al. (2021)
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Implementing Fairness in Loss Function

Python Implementation with PyTorch

import torch
import torch.nn as nn
import torch.nn.functional as F

class FairnessLoss(nn.Module):
def __init__(self):

super(FairnessLoss, self).__init__()

def forward(self, outputs, targets, sensitive_attributes):
ce_loss = F.cross_entropy(outputs, targets)

# Fairness Criterion: Penalize demographic disparities
group_mean_diff = torch.abs(outputs[sensitive_attributes == 0].mean() -

outputs[sensitive_attributes == 1].mean())

# Combine losses
total_loss = ce_loss + lambda_factor * group_mean_diff
return total_loss
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Implementing Fairness in Loss Function

Python Implementation with PyTorch

# Example usage
model_output = torch.randn(10, 2) # Sample model outputs
targets = torch.randint(0, 2, (10,)) # Sample targets
sensitive_attributes = torch.randint(0, 2, (10,)) # Sample group labels

loss_fn = FairnessLoss()
loss = loss_fn(model_output, targets, sensitive_attributes)
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Self-Diagnosis and Self-Debiasing in NLP

Study by Schick et al. (2021):
• Objective: Methods to self-diagnose and

self-debias biases present in outputs.

• Approach:

• Self-diagnosis: Models are trained to
predict potential biases in their outputs.

• Self-debiasing: Modify model’s
predictions based on diagnosed biases.

• Methodology:

• Utilize LLM as classifier to recognize
biases in text.

• Integrate the detected bias into the input
as undesired behavior to adjust outputs.

• Results: Efficient in identifying/mitigating
biases without external data.

Self-Diagnosis and Debiasing

Credit: Schick et al. (2021)
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Self-Conditioning Pre-Trained Language Models

Study by Suau et al. (2022):
• Objective: Self-conditioning approach to

mitigate biases in text generation.

• Methodology:

• Identification of Expert Units:
Detecting specific neurons responsible for
encoding concepts.

• Self-conditioning Mechanism:
Post-hoc intervention on expert units
during inference to influence generation.

• Results:

• Successfully corrected gender bias,
achieving gender parity in outputs.

• Outperformed existing methods like
FUDGE and PPLM-BoW in bias
mitigation.

• Demonstrated efficiency with minimal
expert unit activation.

Self-Conditioning Mechanism

Credit: Suau et al. (2022)
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Environmental Impact of LLMs



LLMs and Sustainability: Addressing Environmental Concerns

Sustainability in LLMs:

• Environmental Impact: Large-scale training of LLMs poses
significant energy demands and carbon footprint Strubell et al.
(2019), Luccioni et al. (2023).

• Tracking Sustainability: Importance of tracking and reporting
environmental impact of LLMs for informed decision-making.

Model Size Reduction Techniques:

• Quantization: Reducing the precision of model parameters to
decrease computational requirements, Gray & Neuhoff (1998).

• Distillation: Training smaller models that replicate the performance
of larger counterparts, Hinton et al. (2015) or Sanh et al., (2019).

• Pruning: Removing less important neurons to streamline models
without significant performance loss, Han et al. (2015).
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Environmental Impact of BERT Models - Strubell et al., 2019

• Energy Consumption: BERT training
emits CO2eq to a NYC-SF roundtrip flight.

• Trend Towards LM: Increasing model
sizes amplifies energy usage and
environmental impact.

• Implications: Raises concerns about
sustainability of AI benefits.

Considering Climate Impact:
• Need for Analysis: Assessing the

trade-off between AI advancements and
their environmental footprint.

• Disproportionate Effects: Climate
change impacts marginalized communities,
those least benefiting from AI.

Environmental Cost of LLMs

Credit: Bender et al. (2021)
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Estimating the Carbon Footprint of BLOOM

Study by Luccioni et al. (2023):

• Objective: Estimate the BLOOM CO2eq: a 176B parameters LM.

• Methodology: Life Cycle Assessment approach, including
manufacturing, training, and deployment emissions.

• Key Findings:

• Emissions During Training: 24.7 to 50.5 tonnes of CO2eq emitted,
depending on the scope of energy consumption considered.

• Factors: Variation in emissions based on dynamic power consumption
and total process involvement.

• Conclusions:

• Environmental Impact: Significant carbon footprint from the
development of LLMs.

• Call for Action: Importance of integrating environmental
considerations in ML to reduce ecological impacts.
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Estimating the Carbon Footprint of BLOOM

Credit: Luccioni et al. (2023)
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Distilling the Knowledge in a Neural Network

Study by Hinton et al. (2015):
• Objective: Transfer knowledge from a

large, complex model into a smaller one.
• Methodology:

• Training a ”student” model to mimic the
behavior of a larger ”teacher” model.

• Using soft labels (probabilities) from the
teacher as targets to train the student.

• Results:
• Student models achieved similar

performance to the teacher with reduced
model size and complexity.

• Successfully transferred knowledge across
various tasks, including image and speech
recognition.

Credit: Nikolas Markou (2019)
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Quantization in Neural Networks

Concept

• Quantization in neural networks typically involves reducing the
precision of the weights and activations. For example, weight types
from ‘float32‘ to ‘int8‘. It reduces model size and computation
requirements with similar performance (Jacob et al., 2018).

Successful Model Quantizations:

• MobileNets showed significant efficiency improvements with
minimal loss in accuracy when quantized (Howard et al., 2017).

• BERT models have been effectively quantized, maintaining
performance while reducing model size and inference time (Shen et
al., 2019).

Quantization Tools:. TensorFlow Lite, PyTorch Quantization, NVIDIA
TensorRT, ONNX Runtime 31



Pruning in Neural Networks

Concept Introduction:

• Pruning involves removing redundant or non-critical neurons from a
neural network to reduce its size and complexity, thereby improving
efficiency (Han et al., 2015).

Successful Model Prunings:

• VGG-16 and AlexNet models showed significant reduction in
parameters with minimal accuracy loss through pruning (Han et al.,
2015).

• LeNet achieved substantial compression and acceleration using
pruning techniques (Molchanov et al., 2016).

Pruning Tools: TensorFlow Model Optimization Toolkit, PyTorch
Pruning API, NVIDIA’s Sparse Tensor Core, Distiller by Intel AI Lab
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QA and Takeaways



QA

Open Discussion

• Feel free to ask questions or share your thoughts about today’s
topics.

• Any insights, experiences, or perspectives you’d like to discuss are
welcome.
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Summary of Key Takeaways

• Understanding Biases in NLP: We explored the landscape of
biases in NLP, examining real-world examples and discussing the
roots and impact of biases in AI and NLP models.

• Bias Detection and Mitigation: Analyzed various methods to
detect biases in LLMs, including statistical criteria, adversarial
testing, self-detecting/debiasing or experts mititgation.

• LLMs and Equity: Discussed the performance of LLMs across
languages, highlighting the need for inclusive research and universal
accessibility in NLP.

• Sustainability in LLMs: Addressed the environmental and
sustainability concerns associated with LLMs, exploring potential
solutions like quantization, distillation, and pruning.
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